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In this paper I will be considering how the data related to the lexical selection of the indicative and
subjunctive moods in Spanish subordinate clauses reflect aspects of the interaction between
semantics and pragmatics.  My proposal consists of a Relevance-theoretically based analysis of
the Spanish subjunctive as a grammatical marker of the meta-representation of propositions,
which affects, inter alia, the interpretively expressed propositions functioning as objects of certain
propositional attitude predicates.   This basic, procedural semantic content of the subjunctive
activates a variety of pragmatic assumptions during the interpretation process which correspond
to the diverse communicative purposes that are often mentioned in the explanations found in
traditional grammars of the “meaning” of mood selection and choice in Spanish.

That-clauses have been analysed (Bezuidenhout (2000)) as encoding the procedural
information that they express propositions which bear a relation of interpretive resemblance to the
content of the object of a propositional attitude predicate (OPA).  The notion of interpretive use,
as described by Sperber and Wilson (1995: 228) consists of the use of utterances to represent,
not what they describe, but what they resemble.  This resemblance relation consists of the
propositions involved sharing some logical properties and giving rise to partly identical contextual
implications.  Interpretive use, thus, is a particular kind of metarepresentation:  the proposition
consists of a representation that resembles some other representation (for instance, the
speaker’s own (possible/previous) thought, or a thought or utterance the speaker attributes to
some other contextually salient individual) which it is being used to represent.

A noteworthy property of propositional attitude predicates in the Romance languages is
that certain semantically related groups of them select subjunctive arguments.  In Spanish, for
instance, these include predicates such as volitional ones (querer, ordenar, pedir - want,
command, request), those known as evaluatives or factive-emotives (lamentar, temerse, asustar
– regret, fear, frighten), negative epistemics (dudar, negar – doubt, deny), as well as other
sentence-embedding predicates like those expressing probability and necessity (necesitar, ser
probable que – need, be probable that). I would like to suggest that, in accordance with
Bezuidenhout’s analysis of the clauses embedded under propositional attitude predicates as
interpretive representations, lexical selection of the subjunctive reflects that these interpretively
used propositions are expressed under an additional layer of metarepresentation.

Therefore, in utterances such as:

1)  María quiere que coloquemos sus zapatillas al lado del sillón.
     María wants that we-put (pres. subj.) her slippers beside the armchair.

2)  Lamentaron que tuvieras que repetir el examen.
      They-regretted that you-had (imperf. subj.) to-repeat the exam.

the lexical selection of the subjunctive reflects the fact that the propositional attitudes represented
by predicates such as querer and lamentar can be described as doubly interpretive.  Firstly, they
are interpretive by virtue of the fact that they are presented by the speaker as propositions that
resemble, in contextually appropriate ways, the actual OPA as entertained by the subject. In other
words, the speaker of (1) shows her intention, by way of this utterance, that the embedded clause



que coloquemos sus zapatillas al lado del sillón should interpretively represent the proposition
María herself entertains (as a representation of the state of affairs which is the object of her
wanting). On the other hand, the nature of the type of propositional attitudes which these
subordinating predicates are used to represent entails that the contents of their object
propositions is entertained as a metarepresentation by the subjects themselves.  This occurs in
the case of volitional predicates since they describe a relationship between an agent and a
proposition such that the proposition is entertained by the subject as representing a description of
a desirable state of affairs, as opposed to a descriptive representation of (what is believed to be)
an actual state of affairs.   As for factive predicates such as the one found in (2), the lexical
semantics of these verbs determines that the proposition expressed by the embedded clause is
“presupposed”, which, for the present purposes, is equivalent to “already present in the
conversational context”; thus they can be considered interpretive in the sense in which all that-
clauses are, in addition to being interpretations of representations already present in the context
of utterance.

The objects of other groups of propositional attitude and other sentence-embedding
predicates in Romance languages, such as belief predicates, “positive” epistemics (i.e., the
equivalents of know, realise, find out, etc.), and predicates of perception, are expressed in the
indicative mood.  The semantic properties of these predicates include the specification that their
arguments consist of interpretations of what, according to the speakers point of view (as reflected
by the choice of the particular embedding predicate),  the agent of the propositional attitude
regards as descriptions of (what can be assumed to be actual) states of affairs.  Therefore, the
interepretive use is carried out only by the speaker, in order to represent what she regards as a
proposition that resembles the subject‘s descriptive representation of the OPA.  As a result, the
subjunctive is ruled out: there is no further level of metarepresentation beyond the one used by
the speaker to represent the agent’s belief.   In sum, it seems that the selection of mood in
argument clauses is directly related to lexical properties of embedding predicates which can be
seen as describing either descriptive or interpretive propositional attitudes, although this kind of
classification of propositional attitude predicates is certainly in need of further development.

In contrast with previous studies of mood in the Romance languages, for example those
of Quer (1998), or Farkas (1992), my proposal is based on the idea that the subjunctive mood
encodes procedural information, as described by Blakemore (1987; 2000) and Wilson and
Sperber (1993).  The communicative role of procedural expressions, as opposed to that of
conceptual ones, is to activate contextual assumptions within the cognitive processes of
utterance interpretation that belong to the computational, rather than the representational,
aspects of interpretative processes.  The analysis of the subjunctive mood as a procedural
expression which activates the assumption that the speaker is marking a proposition with an
additional layer of metarepresentation will be shown to account for some important facts about
the use of this mood, as well as the connection with previously proposed analyses:

- Both traditional as well as recent proposals such as those put forth by Bustos and Aliaga
(2002), Gregory (2001), Villalta (2000), and Quer (1998) share the underlying intuition of the
subjunctive as a mark of speaker “distancing”.  This can be shown to be a result of the
implicatures that tend to arise as a result of the expression of a proposition as a meta-
interpretive use.

- The notion of the subjunctive as a mark of an additional layer of meta-representation itself
explains the fact that this mood only appears in subordinate clauses and (polite) imperative
utterances.  The dependence on a primary metarepresentational context is the pragmatic
construal of the traditional subjunctive as dependent mood idea.

- The often mentioned, though poorly described, interaction between mood and modality can
be shown to be a result of the relationships which both of these semantic domains maintain
with metarepresentational uses of propositions.
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Since Horn 1972, semanticists and pragmatists alike have assumed only a lower-bounded lexical
meaning for scalar quantifiers such as most (‘more than half’), relegating to pragmatics the
common bilateral meaning (‘more than half but not all’). Thus, compatibility with ‘all’ is
semantically accounted for, whereas the common upper bound is pragmatically inferred. In this
talk I will first argue that pragmatic explanations cannot provide the upper bound for most, and
second, that it is the semantics of most which is responsible for it. The result is a partial reversal
in the roles of semantics and pragmatics: Compatibility with ‘all’ is inferred, and the upper bound
is semantically accounted for.

Based primarily on The Santa Barbara Corpus of Spoken American English and the London-
Lund Corpus of Spoken British English (127 examples), I will first argue that ‘not all’ is not a
frequent implicature in actual discourse. Consider (1):

1. a. MOST UCSB students have 0...1...2...3 or 4 drinks per week (Anti-drinking ad, 2.02).
b. Most (Israelis) decided for peace. Me too (Originally Hebrew sticker, 4.02)

While the writers of (1) are probably not committed to ‘all’, it is unreasonable to attribute to them
an actual intention to implicate ‘not all’ (conversational implicatures are intended meanings
according to Grice 1975). The reason is that the writers intend the addressee to draw some
conclusion based only on the majority reference set: ‘You too should drink up to 4
drinks.../decide for peace’. Generating the ‘not all’ implicature (‘Not all UCSB students drink up
to 4 drinks...’, ‘Not all decided for peace’) may actually encourage the addressee to follow the
example set by the minority (and e.g., drink more than 4 drinks...). This would defeat the writers’
purpose, so attributing to them an intention to communicate an interpretation that works against
the generalization they are relying on in their argument is an unreasonable theoretical step (see
also Levinson 2000 for the role of speaker goals in canceling implicatures).

Now, implicatures must be relevant (see Horn 1984, Matsumoto 1995, Levinson 2000). The
received view can correctly reason that ‘not all’ are irrelevant in (1), and hence, not generated.
Still, despite the lack of implicature, the interpretation of most is upper bounded here. Corpora
searches reveal that (1) exemplify the common most case (74%1). This means that scalar
implicatures cannot account for the common bilateral interpretation of most.

Laurence Horn (p.c.) then proposes to justify the implicature view as follows: Despite the fact
that the scalar implicature works contra the speaker’s goals, she does intend to convey it, in order
to obey the Maxim of Quality. Although ‘all’ would have made her case stronger, since she’s not
in a position to commit to ‘all’, she is obliged to “concede” that ‘not all’. If this is true, we will
have to assume that speakers routinely generate “forced” implicatures, an unwelcome conclusion.
Fred Landman (2000, p.c.) also proposes to maintain the received semantic view, but he offers a
different extralinguistic explanation for the upper bound. Accepting that scalar implicatures are
not routinely generated, he suggests that most is rarely interpreted as ‘all’ simply because the
statistical probability for the addressee to interpret most as 100% is quite slim. I will first argue

                                                
1 The implicature is generated in 17.3% at most. Most is not necessarily upper-bounded in 8.7%.
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against Landman’s proposal, and then suggest that we do not need to assume that scalar
implicatures are “forced” implicatures. The reason is that an upper bound is provided by the
semantics.

In order to argue against Landman’s proposal, I administered questionnaires about (Hebrew) most
and more than half (Ariel in press). Note that according to the received view, these two
expressions should not differ semantically, although they might differ pragmatically. Indeed, they
do. More than half is associated more strongly with smaller majorities than most, and most is
more strongly associated with larger majorities. For example, the values 51%, 60% and 75% were
confirmed by 72.1% of the subjects for most, but by 95.2% of the subjects for more than half.
Conversely, 84.4% of the subjects selected 90% for most, but only 52.6% did so for more than
half. Contra Landman, these skewed findings demonstrate that pure probabilities cannot account
for the interpretation of most, then. Another pragmatic explanation readily suggests itself,
however: Whereas more than half is oriented towards the half point, most connotes a significant
quantity (which can be traced to its etymological source in both languages). This pragmatic
analysis can account for the following example:

2. Most of the ladies and more than half of the gentlemen wore evening clothes
(Sinclair Lewis, It can’t happen here, McCawley's example 14.1.5, p. 427).

As McCawley 1981: 427 explains, this quote “strongly suggests that a greater proportion of ladies
than of gentlemen were dressed in evening clothes”.

However, the pragmatic explanation cannot account for the seemingly puzzling fact that
preferences are reversed once 100% is the target value. According to the pragmatic tendencies
above, we should expect a higher acceptance rate of 100% for most than for more than half,
because, most is associated with higher majorities than more than half is. According to Landman,
an equal and very low acceptance of 100% is predicted for both expressions, and I believe that the
same prediction holds for the implicature analyses.2 Table 1 presents the results from 3 questions
concerning 100% and the minimally lower 99%:3

100% 99%
Most 6/96=6.25% 80/96=83.3%
More than half 21/56=37.5% 37/56=66.1%
Table 1: 99% and 100% as options for most and more than half

First, note that the pragmatic tendency observed above is maintained up to the 99% level, most
receiving 26% more confirmations for 99%. Second, almost two thirds of the subjects did not
select 100% as a potential value for more than half (62.5%). Both results are compatible with
pragmatic explanations. The same pattern should have emerged for most, but it didn’t. Practically
all responses avoided 100% for most (93.75%). While the ratio between 99% and 100% for more
than half is 1.75 (times more 99%), the counterpart ratio for most is 13.3 (times more 99%). The
gap here for most is 7.4 times larger than that for more than half.

                                                
2 Researchers do not discuss more than half, but it stands to reason that it too should trigger the
‘not all’ implicature according to the received view.
3 In order to help subjects suppress their pragmatic tendencies in this questionnaire in general, I
asked them to circle as many answers as they thought possible, even if they found them
implausible. In addition, in one of the three questions about 99% and 100%, I substituted more
than half and most with a lot more than half and an overwhelming majority.
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In fact, Table 2 shows that the 93.75% ban on 100% on most should count as categorical, for it’s
actually stronger than the ban on 49% and 50% (for most):

49% 50% 51%
Most 3/32=9.4% 7/64=10.9% 47/64=73.4%
More than half 1/19=5.3% 3/38=7.9% 35/38=92.1%
Table 2: Acceptance of 49%, 50% and 51% values for most and more than half

A comparison between the two tables shows that subjects accepted 49% and 50% 1.5 and 1.7
times more (respectively) than they accepted 100% for most. If we wish to maintain the semantic
status of the lower bound (51%), as we should (see the very large gap between the acceptance
rates for 50% and 51% for both expressions), the conclusion must be that the same status should
be attributed to the upper bound for most. Note that if anything, subjects find the upper bound
harder to cross than the lower bound for most. Whereas the 50%/51% acceptance ratio is 6.7 in
favor of 51%, the 99%/100% acceptance ratio is twice that, 13.3, in favor of 99%.

I therefore propose that what pragmatics cannot deliver (relevant implicatures), or should not
deliver (irrelevant “forced” implicatures), semantics must. I suggest that most carries an upper (in
addition to a lower) bounded lexical meaning, namely, that the quantity denoted by most is more
than half and less than all (translating into 50% plus something up to 100% minus something).
Evidence for the upper-bounded meaning of most other than the corpus data and the assessment
questions comes from ‘wise-guy’ interpretations and from discourse anaphora patterns. Wise-guy
interpretations (Ariel 2002), are contextually inappropriate interpretations which can be insisted
upon. Such insistence is successful only if the inappropriate meaning is semantic rather than
pragmatic. Note the following adapted example (the original, Hebrew example centers around the
numbers):

3. “A couple offered to sell four CD’s because they needed 100 sheqels to repair their CD
player. The store manager offered the couple 40 sheqels. The guy said that in the store across
the street he can get most of the repair money. The store manager said that not on his life will
he get that. They took a bet... The guy... sold the CDs and got 100 sheqels. He took a receipt
and went back. Sorry, said the manager, you lost. I said you won’t get most of the repair
money, and indeed, you did not get it. I got more, explained the astonished Kibbutznik, but
the sales woman laughed in his face".

Since the manager can insist on the inappropriate ‘upper bounded most’ in a context where ‘at
least most’ is called for, ‘upper-bounded most’ is a legitimate wise-guy interpretation, and must
form part of most’s lexical meaning. Note that an attempt to insist on an ‘at least most’
interpretation when an ‘upper-bounded most’ is called for is not as successful:

4. Income tax clerk: In how many of the past ten years did you fail to file your tax return?
Tax payer: Most years.
Income tax clerk: Our information shows that you failed to file in all those years.
Tax payer: ?? That’s what I meant. At least most, and possibly all the years!

If it can’t be a successful wise-guy interpretation, ‘at least most’ must not constitute most’s
lexical meaning.

Next, another set of questions on the questionnaire tested subjects about the interpretations of
most and numbers as antecedents. Results here show that most behaves just like the numbers



4

regarding the upper bound. Since the numbers are now taken as semantically bilateral (see Geurts
1998 and references cited therein), I argue that so should most. Based on Kadmon’s observation
that at least n (e.g., at least 11 kids) can provide a unique antecedent for a later they referring to
‘at least n kids’, but n (e.g., 11 kids) cannot serve as an antecedent for such an ‘at least n’
anaphoric interpretation, Fred Landman (p.c.) predicts that if most is lexically specified for ‘more
than half’ it should pattern with at least n antecedents, and not with n antecedents. In other words,
unlike the numbers, most should be able to provide a unique antecedent for a they referring to
‘all’ (‘at least most’). Still, results show that most patterns with unmodified number antecedents.

The questions concerned presented most or some number as an antecedent for a later discourse
anaphoric they. Subjects were told that reality is such that ‘all’ (for most) or a higher number (for
the number antecedent) was the case for the antecedent clause. In the relevant questions, the
context was such that subjects could view the anaphoric set as possibly distinct from the
antecedent set. Here is one such case:

5. Ruti told me that most of the teachers are interested in changing the school principal in
Karmiel. “They even signed a petition against him, which was sent to the Minister of
Education”, she added.
Question: It became apparent that all the school teachers are interested in changing the
principal. Who are those that Ruti meant that “They even signed a petition against him,
which was sent to the Minister of Education”?
Answers: A. Between 51% and 99% of the school teachers

Or:
B. 100% of the school teachers
Or:
C. Impossible to know.

Thus, in terms of states of affairs in the world, while all the teachers may have been interested in
changing the principal, it is not necessarily the case that all signed the petition. One subject (out
of 24, 4.2%) said that They refers to ‘all’ (answer B), in line with Landman’s prediction. 7/24
(29.2%) chose Answer C, which is  what Kadmon predicts for the numbers. Crucially, two thirds
of the subjects (16/24) chose ‘most but not all’ as the intended referent (Answer A). This is
clearly contra Landman’s prediction. If most can denote ‘all’ and we know that ‘all’ is the case,
the pronoun should have referred to ‘all’. But it didn’t in most cases. A similar question with a
number antecedent produced similar results: 6% chose the higher number, 52% chose ‘impossible
to know’ and 42% chose the antecedent number (see Ariel in press for further details).

For both the numbers and for most, then, in a context where subjects could see a potential
difference between the antecedent set and the anaphoric set, they interpreted they as ‘bilateral
n/most’. In such cases, I claim, subjects could not be sure that the anaphoric they should receive
what I consider the enriched (higher value) ‘at least’ interpretation, so they adhered to the lexical
meaning of the antecedent, because it is all they could be confident that the speaker intended.
This lexical meaning is equally upper bounded for the numbers and for most. Thus, value
assessments, wise-guy interpretations and discourse anaphora all attest to a semantic upper bound
for most.

Now, if we assume that most only denotes 51-99%, we must somehow account for the fact that
most is nonetheless often compatible with ‘all’. For this we need to distinguish between the
meaning of X and the states of affairs it is compatible with (as proposed by Koenig 1991 for the
numbers). Actually, The same is true of mother:
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6. Benny Avraham, Adi Avitan, Omar Su’ad
Mother is waiting at home (Originally Hebrew sticker, 2002).

(6) is compatible with the family (and all of Israel) also waiting for the missing soldiers, which is
known to be  true. Still, the meaning of mother is not analyzed as ‘at least mother, and possibly
the family’. The writers are only committed to ‘mother’ & ’upper-bounded most’ in (6) & (1).
The propositions they express are nonetheless compatible with a reality in which ‘the family’/’all’
is true.

While I suggest that most codes a range with both lower and upper bounds, crucially, this
meaning is silent about the complement of most, and specifically on whether the predicate holds
for the complement. Unlike the upper bound assumed by received views (of whatever version), it
does not entail ‘not all are x’. If so, since our world knowledge tells us that parts (as ‘most’ is) are
often compatible with states of affairs in which wholes (‘all’) hold, the received view assumption
of the compatibility of most with ‘all’ is accounted for, though inferentially so. This analysis
echoes Kadmon’s 1987 analysis of the numbers, which she views as lexically bilateral, though
compatible with there being additional entities bearing the same property outside the set.

All in all, I propose to shift some of the semantic burden of most to inferential processes
(compatibility with ‘all’), and some of the pragmatic burden to lexical semantics (a weaker
version of the upper bound). In addition, however, (pragmatic) implicatures are still responsible
for classical pragmatic phenomena: The generation of strong ‘not all’ implicatures in a minority
of cases where these are intended by the speaker (not here exemplified), as well as for the
understanding that the quantity denoted by most is significant.
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In this talk I'll attempt to develop a theory of what discourse topics do in discourse structure
and how they are affected by intrasentential properties.  I'll begin with Buring's theory of
sentence topic and van Kuppelvelt's theory of discourse topic and show how the very nice
theory that results from combining their views cannot deliver the kinds of information a theory
of discourse interpretation requires from discourse topic.  I'll then go on to propose a related
but more abstract theory of discoruse topic that is inherently dynamic and combines borth
pragmatic  and semantic elements.
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The Time Course of Scalar Implicature
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In paper presents an experimental investigation into a class of inference known as scalar implicatures. These arise
when a less-than-maximally-informative utterance is taken to imply the denial of the more informative proposition (or
else to imply a lack of knowledge concerning the more informative one).   Consider the following dialogues:

1) Peter: Are Cheryl and Tony coming for dinner?
Jill: Cheryl or Tony is coming.

2) John: Did you get to meet all of my friends?
Robyn : Some of them.

In (1), Jill’s statement can be taken to mean that not both Cheryl and Tony are coming for dinner and, in (2),
that Robyn did not meet all of John’s friends.  These interpretations are the result of scalar implicatures, which we will
describe in detail below.  Before we do so, note that the responses in each case are -- from a strictly logical point of
view -- compatible with the questioner’s stronger expectation; if Jill knows that both Cheryl and Tony are coming, her
reply is still true and if in fact Robyn did meet all of John’s friends, she also spoke truthfully.  Or is logically
compatible with and and some is logically compatible with all.

Such inferences  were first classified by Paul Grice as generalized implicatures, as he aimed to reconcile
logical terms with their non-logical meanings. Grice, who was especially concerned by propositional connectives,
reflected on those inferences accompanying logical terms that become, through conversational contexts, part of the
speaker’s overall meaning.  In one prime example, he described how the disjunction or has a weak sense, which is
compatible with formal logic’s ∨ (the inclusive-or), but as benefiting from a stronger sense (but not both) through
conversational uses (which would make the disjunction exclusive).  What the disjunction says, he argued, is compatible
with the weaker sense, but through conversational principles it often means the stronger one. Any modern account of
the way logical terms are understood in context would not be complete without considering these implicatures.

Scalar implicatures have  been discussed at length in the linguistic-pragmatic literature as it has greatly
expanded on Grice’s original insights.  In what follows, we present descriptions of scalar implicature from the point of
view of two post-Gricean pragmatic theories that aimed to elaborate on Grice but are now in often in conflict.  One
approach is often referred to as  neo-Gricean (Horn, 1973; Levinson 1983, 2000) and the other is known as Relevance
Theory (Sperber & Wilson, 1985 1996; Carston, 2002).  We will discuss each account of scalar implicature in turn
while ultimately focusing on existential quantifiers.

According to neo-Griceans like (Horn, 1973)  and Levinson (1983, 2000), the scalars described in (1) and (2)
above are paradigmatic cases of implicature that work on terms that are relatively weak.  The speaker’s choice of a
weak term implies the rejection of a stronger term from the same scale. For example, the terms some and all may be
viewed as part of a scale (<some, all>), where all constitutes the more informative element of the scale (since all p
entails some p).  In the event that a speaker chooses to utter some the hearer will take it as suggesting that the speaker
has no evidence that the stronger element in the scale holds (i.e. it is not that case that all holds). Neo-Griceans believe
that the implicature to deny the stronger term in the scale arises automatically as a “default” or “preferred ” meaning.
For example, the default interpretation of some is some but not all.  This implicature can be cancelled, but only in
certain contexts subsequent to the production of the scalar.1

The other account comes from  Relevance Theory (Sperber & Wilson, 1985 1996), which assumes that an
utterance can be inferentially enriched in order to better appreciate the speaker’s intention, but this is not done on
specific words as a first step to arrive at a default meaning.  According to Relevance Theory, a  scalar is but one
example of pragmatic implicatures that arise when a speaker intends and expects a hearer to draw an interpretation of
an utterance that is relevant enough.  How far the hearer goes in processing an utterance’s meaning is governed by
principles concerning effect and effort; namely, listeners try to gain as many effects as possible for the least effort.

A non-enriched interpretation of a scalar term (the one that more closely coincides with the word’s meaning)
could very well lead to a satisfying interpretation of this term in an utterance.  Consider Some monkeys like bananas.
This utterance with an interpretation of Some that remains in its weaker form  (this can be glossed as Some and possibly
all monkeys like bananas) can suffice for the hearer and not require further pragmatic enrichment.  In contrast, the
potential to derive a scalar implicature comes into play when an addressee applies relevance more stringently.  A scalar
implicature could well be drawn by a hearer in an effort to make an utterance, for example, more informative.
Common implicatures like scalars are implicatures that optionally play a role in such enrichment; they are not
                                                          

1 Levinson does specify contexts in which the scalar implicature could be, in effect, preempted from occurring.
One example (entailment) is when prior context blocks the scalar implicature because it would be inconsistent.
Consider the following as prior context (from Levinson, 2000, p. 50) : A Saudi Prince has just bought Harrod’s; this
would block the production of a scalar implicature (Some but not all) in Some Saudi princes must be pretty wealthy.
The existentially quantified statements that we will investigate here remain unembedded and thus should not preempt
scalar implicatures according to Levinson.
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steadfastly linked to the words that could prompt them.  If a scalar does arrive in a context that renders an
underinformative utterance more informative, it ought (all things being equal) to be linked with extra effort.

In this paper, we present two experiments to test between the neo-Gricean and the Relevance theory
explanation of scalar implicature. Both of these experiments ask participants to judge the veracity of category sentences
involving quantifiers. For example, a participant might see the sentence “All elephants are mammals” and would then
have to judge whether the statement was true or false. The sentences of most interest are sentences of the form Some X
are Y, where, in fact, all X are Y. An example of this type of sentence would be “Some monkeys are mammals”. This
type of sentence will be considered false if the participant makes the implicature (so the sentences becomes ‘Some but
not all monkeys are mammals’), but true if the participant makes the strictly logical interpretation of the term some
(‘Some and possibly all monkeys are mammals’). We refer to “false” responses to this type of sentence as pragmatic
and “true” responses as logical. We also present a variety of control sentences involving other quantifiers and other
category relationships, such as “All birds are trout” (see Table 1). The sentences discussed earlier of the form Some X
are Y will be referred to as Underinformative sentences to distinguish them from the Control sentences.

Experiment 1
According to neo-Griceans, a Pragmatic response to Underinformative sentences should be quicker than a

Logical response. This is because they consider the default interpretation of some to be some but not all and this is the
first interpretation to be considered by the participant. Similarly, the Logical response should require a relatively long
response time because the some but not all interpretation must be cancelled before the some and possibly all
interpretation is made. In contrast, Relevance Theory predicts that processing effort is required to make the pragmatic
enrichment of scalar terms such as some. This means that more time should be required to make the implicature some
but not all and consequently to respond Pragmatically to the Underinformative sentences.

Method
Participants. Thirty-two undergraduates from the Université de Lyon 2, who were either volunteers or

presented with a small gift worth about 4 Euros, participated in this study.
Stimuli and Design. Participants saw six types of sentences. These are shown in Table 1, together with an

example of each. Participants saw 9 examples of each type of sentence, making a total of 54 sentences. For each
participant, the experimental sentences were generated randomly from a base of 6 categories and 9 exemplars from
each of these categories (see Appendix). This randomization procedure was adopted to eliminate, or at least minimize,
any unwanted effects of frequency or typicality on the reaction times.
Table 1
Examples of the Sentence Types used in Experiments 1-3

Reference Example sentence Appropriate
Response

T1 Some elephants are mammals ?
T2 Some mammals are elephants T
T3 Some elephants are insects F
T4 All elephants are mammals T
T5 All mammals are elephants F
T6 All elephants are insects F

Note. T1 sentences are the underinformative sentences referred to in the text. The question mark in the Correct
Response column indicates that T1 can be considered true or false depending on whether the participant draws the
implicature or not.

Procedure. Participants were placed in front of a computer and told that they would see sentences presented on
the screen. The only instructions participants were given was to respond ‘True’ if they thought the sentence on the
screen was true, or ‘False’ if they believed the sentence to be false.  Participants were not told whether their responses
were correct or incorrect, i.e. there was no feedback.

Results
Data treatment. Outliers were considered to be responses made in less than 0.5 seconds or more than 10

seconds.  This resulted in 12 %  trials being removed from the data set. Incorrect answers to the Control sentences were
eliminated from the analysis involving reaction times. This resulted in an additional 10% of the responses being
removed.

Analysis of choice proportions. The nine individual trials for each sentence type were pooled, producing a set
of six means per participant.   For the 5 control sentences, participants were largely in agreement in choosing true or
false responses: Correct responses for T2 through T6 ranged from 87% to 98%.%.  As demonstrated elsewhere
(Noveck 2001), responses to Underinformative sentences prompt a high degree of bivocality - 61% of responses were
pragmatic interpretations.

Analysis of reaction times. In order to assess whether a logical response was made more quickly than a
pragmatic response, we divided each participant’s answers to Underinformative sentences into Logical and Pragmatic
and then found the mean reaction time for these two groups.  This gave us a within-participant measure of the change in
reaction time for response type. However, 9 participants were excluded from the analysis because they responded to all
trials using a single type of response – either all Logical (2) or all Pragmatic (7). Figure 1 shows the mean reaction
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times for the six sentence types, with T1 divided into Logical and Pragmatic responses. Pragmatic responses for T1
sentences take longer than Logical responses. This trend was confirmed by performing a paired t-test between the
average time taken to respond Pragmatically and the average time taken to respond Logically (t1(22)=2.07, p = 0.05;
t2(5) = 4.7, p = 0.0054). Further analysis demonstrated that Pragmatic responses to T1 sentence required more time than
to process than responses to any of the control sentences (all p1’s < 0.05; all p2’s < 0.06), while Logic responses to T1
sentences required the same amount of time as responses to the majority of control sentences (all p1’s > 0.13; all p2’s >
0.25).

Figure 1.

Discussion
The main finding here is that mean reaction times were longer when participants responded pragmatically to

the Underinformative sentences than when they responded logically. Furthermore, pragmatic responses to the
Underinformative sentences were slower than responses to all of the control sentences. Collectively, our findings
provide evidence against default implicatures because there is no indication that participants require more time to arrive
at a true response for the Underinformative sentences.  All indications point to the opposite being true:  Logical
responses to Underinformative sentences are indistinguishable from responses to control sentences while Pragmatic
responses to Underinformative are significantly slower.

Although our experiments provide evidence against the idea that scalar implicatures become available as part
of a default interpretation, they do not necessarily provide evidence in direct support of the alternative presented here,
the Relevance theory explanation. (Moreover, a theorist in the original Gricean tradition could take the results from
Experiments 1 as supportive to Grice’s theory because the data point to a distinction between an initial semantic
interpretation and a pragmatic one.)  Our goal in the next experiment is to test directly predictions from Relevance
theory concerning the processing of scalar implicature.

Experiment 2
According to Relevance theory, implicatures are neither automatic nor arrive by default.  Rather, they are

cognitive effects that are determined by the situation and, if they do manifest themselves, ought to appear costly
compared to the very same sentences that do not prompt the implicature.   In Relevance terminology, all other things
being equal, the manifestation of an effect (i.e. the implicature) ought to vary as a function of the cognitive effort
required.  If an addressee (in this case, a participant) has many resources available, the effect ought to be more likely to
occur.  However, if cognitive resources are rendered limited, one ought to expect fewer implicatures.  Experiment 2
tests this prediction directly by varying the cognitive resources made available to participants. The experiment follows
the general procedure of Experiment 1, in that participants are asked to judge the veracity of categorical statements.
The crucial manipulation is that the time available for the response is varied; in one condition participants have a
relatively long time to respond (referred to as the Long condition), while in the other they have a short time to respond
(the Short condition). By requiring participants to respond quickly in one condition, we intend to limit the cognitive
resources they have at their disposal.  Note that it is only the time to respond which is manipulated; participants are
presented with the words one word at a time and at the same rate in both conditions, thus there is no possibility that
participants in the Short condition spend less time reading the sentences than those in the Long condition.

Relevance Theory would predict fewer implicatures when participants’ resources are limited.  It is expected
that they would be more likely to respond with a quick “True” response when they have less time than when they have
more. If one wanted to make predictions based on default interpretations, some should be interpreted to mean some but
not all more often in the short condition than in the long condition (or at least there should be no difference between the
two conditions).

Method
Participants. Forty-five participants were used in the study.  Participants were either volunteers or were

presented with a small gift worth about 4 Euros.
Stimuli and design. Participants again had to respond true or false to 54 category statements, generated in the

same way as in Experiment 1. The new independent variable was the time that participants were given to respond to the
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statement, referred to as the Lag. The Lag was a between participant variable which could be either a short time (900
ms) after the presentation of the final word, or a long time (3000 ms). The dependent measure was the proportion of
true responses within the time lag.

Procedure. The instructions for both conditions were similar to those of the previous experiment. In both Long
and Short conditions, participants were instructed that if they took too long to respond they would see a message
informing them of this. In the Short condition, speed of response was emphasized and participants were told that they
would have to respond in less than half a second. The trial by trial procedure was similar to that of Experiment 1 until
the participant made their response. After the response, the participant was told whether they were ‘in time’ or ‘too
slow’. In the Short condition they were ‘in time’ if they responded in less than 900 ms, whereas in the Long condition
the limit was 3000 ms.

Results
Data treatment. Responses that were outside the allotted time lag for each condition were removed from the

analysis. Thus, responses were removed if they had an associated reaction time of more than 900 ms in the Short
condition and more than 3000 ms in the long condition. This resulted in a total of 12 % eliminated from the Short
condition and 0.7% from Long condition. There appeared to be a uniform distribution of removed responses across the
different sentence types.

Analysis.  Table 2 shows the rates of  True responses for all six sentence types.  The rate of correct
performance among the control sentences either improves (T3 - T6) or remains constant (T2) with added response time.
This trend is shown in the last column of Table 2 which, for control sentences, indicates the increase in proportion
correct with added response time. In contrast, responses to the Underinformative sentences were less consistent with
added time available. This change was such that there were more Logical responses in the Short condition than in the
long condition: 72% True in the Short Lag condition and 56% True in the Long lag condition. This trend is in line with
predictions made by Relevance theory. A t-test revealed that there were significantly more Logical responses in the
Short Lag condition than in the long Lag condition (t1(43) = 2.43, p = 0.038; t2(5) = 6.6, p< 0.005), although no other
sentence types showed a reliable effect after multiple comparisons had been taken into account.

Table 2
Summary of results for Experiment 2
Sentence Example Short Lag Long lag Response difference

T1 Some elephants are mammals 0.72 (0.053) 0.56 (0.095) -0.16
T2 Some mammals are elephants 0.79 (0.021) 0.79 (0.038) 0.00
T3 Some elephants are insects 0.12 (0.012) 0.09 (0.007) +0.03
T4 All elephants are mammals 0.75 (0.027) 0.82 (0.024) +0.07
T5 All mammals are elephants 0.25 (0.061) 0.16 (0.022) +0.09
T6 All elephants are insects 0.19 (0.017) 0.12 (0.011) +0.07

Note. The Short lag and Long lag columns contain the proportion of True responses for each condition. The final
column refers to the increase in consistency of responses with added response time. For control sentences this equates
to the increase in proportion correct with more time, while for the T1 sentences the figure is the Long condition True
response minus the Short condition True response.

Discussion
This experiment manipulated the time available to participants as they were making a categorization

judgements. We found that when a short period of time was available for participants to respond, they were more likely
to respond “True” to T1 sentences.  This strongly implies that they were less likely to derive the implicature when they
were under time pressure than when they were relatively pressure-free.

The control sentences provide a context in which to appreciate the differences found among the T1 statements.
They showed that performance in the Short Lag condition was quite good overall.  In fact, the 72% who responded
“True” in T1 represented the lowest rate of consistent responses in the Short condition.  All of the control sentences in
both the Short and Long lag conditions were answered correctly at rates that were above chance levels.  For the control
sentences, correct performance increased with added time.

The results of Experiment 2 provide further evidence against the neo-Gricean claim of default generation of
the implicature. Furthermore, we feel that this experiment confirms a very specific prediction of Relevance Theory -
that a reduction in the cognitive resources available will reduce the likelihood that an implicature will be made.

General Discussion
The experiments presented in this paper were designed to compare the neo-Gricean and the Relevance Theory

account of scalar implicature. Experiment 1 demonstrated that a pragmatic interpretation of a sentence involving a
scalar implicature took longer than a logical interpretation. These results lend doubt to the neo-Gricean claim that the
default treatment of some is some but not all. Experiment 2 presented a more direct test of the Relevance account.
Cognitive resources were manipulated (by way of time available for responding) to see whether fewer resources were
linked with fewer implicatures.  In the Experiment, those who had less time to respond to Underinformative items (900
msecs), responded using a logical interpretation at rates that were above chance levels. Meanwhile, they also answered
the control items correctly at rates that were even higher.   As this account would predict, when resources were made
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more available by way of increased time (3 seconds), it coincides with more implicature production and, thus, higher
rates of pragmatic interpretations. Taken together, these findings indicate that people initially employ the weak,
linguistically encoded meaning of some before employing stronger senses, arguably derived by a scalar implicature.

Until now, we have concentrated on theoretical linguistic-pragmatic accounts for the way scalar implicatures
are drawn out of some.  Here we consider a psychological possibility, which is that the error rates and slowdowns
related to pragmatic readings of some results from the nature of the some but not all proposition itself.  This explanation
places the weight of the slowdown not on drawing the implicature per se, but on the work required to determine the
veracity of a proposition with the implicature embedded within it. There are two ways in which the some but not all
proposition is more complex than, say, some but possibly all.  One is that such a proposition gives rise to a narrower set
of true circumstances; thus determining whether or not a statement is true requires more careful assessments.  The other
is that negation, as is often the case, adds costs to processing (Just & Carpenter, 1971; Clark & Chase, 1972; although
see Lea & Mulligan, 2002). Both of these suggestions are worthwhile descriptions of the cause of implicature-related
slowdowns and worth further study.  However, neither of these is inconsistent with Relevance theory’s account, which
makes the original counterintuitive prediction that the pragmatically enriched interpretation requires effort.  Both of the
above suggestions would have to have recourse to Relevance theory in order to explain its a priori predictions and
results from Experiment 2, which showed how reduced resources lead to fewer implicatures.

In summary, this work largely validates distinctions made by Grice nearly a half-century ago by showing that
what a term like some initially says is consistent with its logical reading.  What it is understood to mean depends on the
listener drawing further implicatures.  This study focused on the manner in which implicatures are drawn.  They do not
appear to be general and automatic as neo-Griceans like Levinson claim.  Rather, as outlined by Relevance Theory,
implicatures occur in particular situations as an addressee makes an effort to render an utterance more informative.
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Nominals are Doubly Dual
António Branco

1 Anaphora resolution

Since the so called integrative approach to anaphora resolution was set up in late eighties

([Carb88], [RL88], [AW89]) and its practical viability extensively checked up ([LL94], [Mit98],

among others), it is common wisdom that factors determining the antecedents of anaphors divide

into filters and preferences. The latter help to pick the most likely candidate, that will be proposed

as the antecedent; the first exclude impossible antecedents and help to circumscribe the set of

antecedent candidates

Binding constraints are a significant subset of such filters. They capture empirical generalizations

concerning the relative positioning of anaphors with respect to their antecedents in the

grammatical geometry of sentences. We follow here the definition proposed in [PS94] for these

constraints, and subsequent extension in [XPS94], [BM99]:

Principle A:  A locally o-commanded short-distance reflexive must be locally o-bound.

Leei thinks [Maxj saw himself*i/j ].

Principle Z:  An o-commanded long-distance reflexive must be o-bound.

Zhangsani cong Lisij chu tingshuo [Wangwuk bu xihuan zijii/*j/k ]. [10]:ex(2)

Zhangsani heard from Lisij [Wangwuk doesn't like "himself"i/*j/k ].

Principle B: A pronoun must be locally o-free.

Leei thinks [Maxj saw himi/*j ].

Principle C:  A non-pronoun must be o-free.

[Kimi's friend]j thinks [Lee saw Kimi/*j ].

X o-binds Y iff X o-commands Y and X is the antecedent of Y. O-commands is a partial order

under which, in a clause, the Subject o-commands the Direct Object, the Direct Object o-

commands the Indirect Object, and so on, following the obliqueness hierarchy of grammatical

functions; in multiclausal sentences, the upward arguments o-command the embedded arguments,

etc. The local domain is, roughly, the subcategorization domain of the predicator selecting the

anaphor.

When stripped away from procedural phrasing and non-exemption requirements, these

generalizations, quite surprisingly, instantiate the following square of oppositions (detailed

discussion in [BM99]):

(*)

Given this square, the questions to pursue and the answers we argue for in this presentation are:

(A) Question: Is this a sign that binding constraints are the effect of some underlying

quantificational structure? Answer: Yes. (B) Question: What are the implications for our

contrad

Principle A:
x is locally bound

x is bound
Principle Z:

x is free
Principle C:

x is locally free
Principle B:
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understanding of the semantics of nominals, and in particular of their dual nature as referential

and quantificational expressions? Answer: Nominals are doubly dual, in a sense to made made

precise in this presentation.

2 Phase quantification

Löbner suggested that the emergence of a square of logical duality between the semantic values

of natural language expressions is a major empirical touchstone to ascertain their quantificational

nature [Löb87];  and  van Benthem, while noting that the ubiquity of the square of duality may be

the sign of a semantic invariant possibly rooted in some cognitive universal, highlighted its

heuristic value for research on quantification inasmuch as "it suggests a systematic point of view

from which to search for comparative facts" [vanBent91](p.23).

Given the issues raised by (*), it is of note that the square of duality in (2) is different from the

classical square of oppositions in (1): The difference lies in the fact that duality, inner negation

and outer negation are third order concepts, while compatibility, contrariness and implication are

second order concepts.

There are instantiations of the square of oppositions without corresponding squares of duality,

and vice-versa ([Löb87],p.56 for discussion). Although the two squares are logically independent,

the empirical emergence of a square of oppositions, such as the one in (*), naturally raises the

question about the possible existence of an associated square of duality. We will argue that the

answer to this question is affirmative and that it provides also an answer to question (A) above.

Before this result may be worked out, some analytical tools are to be introduced first. We will

resort to the notion of phase quantification, which was introduced in [Löb87] to study the

semantics of aspectual adverbials and was shown there to be extended to characterize

quantification in general. For the sake of concreteness, consider a diagrammatic display of the

semantics of these adverbials:

~PP ~P P~PP ~P P

no_longer'(P) still'(P) not_yet'(P) already'(P)

t t t t

Very briefly, phase quantification requires the following ingredients: (i) a partial order over the

domain of quantification; (ii) a property P defining a positive phase in a sequence of two opposite

phases; (iii) a parameter point t; and (iv) the starting point of the relevant semiphase given the

presupposition about the linear order between P and ~P phases.

outer
negation

inner
negation

¬Q~

 Q~

¬Q

Q
inner

negation

outer
negation

(2)

dualsubalternes

s

 q

 r

 p contraries(1)

contrad subalternes

compatibles
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For aspectual adverbials, (i) the order is the time axis; (ii) P denotes the instants where the

proposition containing the adverbial holds; (iii) t is the reference time of the utterance; (iv) the

starting point s(R,t) is the infimum of the set of the closest predecessors of t which form an

uninterrupted sequence in R — the adverbials no longer and still bear the presupposition that

phase P precedes phase ~P (~P.P for the other two adverbials). These adverbials express the

following quantifiers:

3 Binding constraints

Turning to the quantificational structure of binding constraints, given the space constraints of this

abstract, we take Principle A as a working example.

Phase quantification here is assumed to unfold over entities in grammatical representations, vz.

reference markers a la DRT, and its ingredients are as follows: (i) Reference markers are ordered

according to the o-command relation; (ii) P is here L, the set of markers in the local domain of the

anaphor; (iii) t is instantiated as a, the marker of the antecedent for the anaphor.

The quantifier expressed by short-distance reflexives, ruled by Principle A, can be associated

with the presupposition that ~L.L. It receives the following definition, which is easily interpreted

against the diagram corresponding to the example sentence, Kim said Lee thinks Maxi hit

himselfi, where k, l, m and h are the markers of Kim, Lee, Max and himself.

hmlk~L L

 QA:

λL.some'(λx.(s(~L,a)<x≤a,L)
a

QA(L) is satisfied iff between the bottom of the uninterrupted sequence ~L most close to the

antecedent a and a inclusive, there is at least one reference marker in L. As ~L precedes L, this

amounts to requiring that a be in L, the local domain of h, and consequently that a be a local

o-commander of h, which matches precisely the requirement in Principle A.

In the presentation, we argue at length that this quantifier is one of the corners of a square of

duality which includes quantifiers for the other three classes of anaphors. Such quantifiers result

from those in (3) above simply by replacing t by a, and apply to L instead of P.

Just another very brief example. The phase quantifier of pronouns lies at the same corner as the

quantifiers no' or not_yet': QB(L) is satisfied when no reference marker between the beginning of

~L and the antecedent a inclusive is in L, which implies that a has to be in ~L, i.e. it has to be

outside the local domain of the pronoun, as required in Principle B.

dual

(3)  still' :
λP.every’ (λx.(S(P,t)<x≤t),P)

 no_longer':
λP.not_every’ (λx.(S(P,t)<x≤t),P)

already':
λP.some’(λx.(S(~P,t)<x≤t),P)

not_yet':
λP.no’(λx.(S(~P,t)<x≤t),P)

dual

every'(R), still', QZ,...

not_every'(R), no_longer', QC,...

no'(R), not_yet', QB...

some'(R), already', QA...
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These results may shed new light over a number of interesting issues. For instance, given their

parameterized validity across natural languages, the universal character of binding principles has

been seen as a striking feature: When envisaged as a set (the so-called "binding theory"), they

appear as one of the best candidates to be a module of universal grammar. Given the universality

of quantification in natural language, if binding constraints are the visible effect of quantifiers, it

is not surprising then they are universally operative across natural languages.

Besides, not all languages have anaphors of each of the four binding types. In English, there is no

long-distance reflexives. This is in line with the well known fact that not every corner of a duality

square may be "lexicalized", as Löbner puts it: In some squares, there may not exist a single

expression for a given corner, which is then expressed by some other means (e.g. a complex

expression, such as not every — [Löb87],p.65 for a fully-fledged discussion).

5 The duality reference vs. quantification

Many authors have underlined that there is no correspondence between surface and logical form

of quantificational expressions of natural languages. Löbner emphasized this non-correspondence

by pointed out that, while domain restrictor and quantified predicate are rendered by two different

surface expressions in nominal quantification, in phase quantification expressed by aspectual

adverbials, only the quantified predicate is available at the surface form.

With phase quantification expressed by anaphors, this gulf between surface and logical form

widened further: There is no surface expression directly rendering either the domain restrictor of

quantification or the quantified predicate.

More important, quantification is extended to universes whose elements are not entities of the

"extra-grammatical" universe, but entities of the "intra-grammatical" world itself: The models

against which binding phase quantification is to be interpreted are not representations of the

world, with everyday entities like donkeys, farmers, etc., but grammatical representations, with

entities like reference markers, grammatical functions, etc. Hence, satisfaction of a formula made
out of a binding phase quantifier, QA , QZ , QB  and QC, turns out to be a well-formedness

constraint on the sentence where the corresponding anaphor occurs:  For the meaning of "classic"

quantification to be determined, one has to know how the world has to be for it to be true; for the

meaning of binding phase quantification to be determined, one has to know how the

corresponding grammatical representation has to be for it to be true.

Finally, it is worth considering the implications of the results above for the overall semantic make

up of nominals. The shared wisdom is that nominals convey either quantificational or referential

force — a large bulk of the research on the semantics of nominals has been concerned with

determining which side of this divide definite descriptions belongs to ([Neale93], [LS95] a.o.).

For the sake of the argument, let us accept that definites are referential terms. Let us also take into

account that proper names are ruled by binding Principle C.

Given these assumptions, the analysis presented above imply that nominals with "primary"

referential force (he, the book, John,...) have a certain "secondary" quantificational force: They

express quantificational requirements — over reference markers in grammatical representations
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—, but cannot be used to directly quantify over extra-linguistic world entities, like the other

"primarily" quantificational nominals do (every man, most students,...).

This duality of semantic behavior, however, turns out not to be that much surprising if one

observes a symmetric duality with regards to quantificational nominals, apparent when they act as
antecedents in e-type anaphora, as in the example Most studentsi came to the party and theyi had

a wonderful time.  The analysis of e-type anaphora envisaged by some authors (e.g.

[KR93]:4.1.2) implies that nominals with "primary" quantificational force have a certain

"secondary" referential force: These nominals have enough referential strength to evoke and

introduce reference markers in the grammatical representation that can be picked as antecedents

by anaphors — and thus support the referential force of the latter —, but they cannot be used to

directly refer to extra-linguistic entities, like the other "primarily" referential terms do.

If the results reported here are meaningful, the duality quantificational vs. referential nominals is

less strict but more articulated than it has been assumed.  Possibly taking indefinite descriptions

aside, every nominal makes a contribution in both semantic dimensions of  quantification and

reference, but with respect to different universes. "Primarily" referential nominals have a dual

semantic nature — they are "primarily" referential and "secondarily" quantificational — that is

symmetric of the semantic nature of "primarily" quantificational ones — they are "primarily"

quantificational and "secondarily" referential.

Besides the fact that when expressing quantificational force, many nominals are logical duals of

other nominals, when it comes to the duality reference vs. quantification, nominals seem to have a

doubly dual semantic nature, where reference and quantification are much more intertwined than

what had been figured out.
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On pragmatic intrusion into semantic content

The main empirical aim of this paper is to establish a distinction among types of ‘implicatures’ -
between those that can enter into semantic content and those which would normally not enter into
content. The distinction is motivated by a somewhat novel account of communication which uses
elements of situation theory and relevance theory. 

At the heart of Grice’s pragmatic theory is a technical notion of ‘saying’. Non-conventionally
determined components of the content of an utterance are determined as following from the speaker
saying what she says in a context where the CP and maxims are presupposed. For Grice’s theory to
coherently function as he proposed it, ‘what is said’ ought to be equivalently definable as what is
conventionally meant (minus conventional implicatures) or as the logical, semantic content of the
utterance. However, as many have observed, the logical, semantic content of an utterance often seems
to involve non-conventional components. (1)a non-conventionally implies that the ostracisation took
place after, and as a result of, the inebriation. But the implications of temporal order and causality
seem to have become part of the semantic interpretation of the nuclear scope of the adverbial
quantifiers in (1)b (hence the lack of contradictoriness):

(1) a. At the party, I got drunk and no one talked to me.
b. It’s not true that, at parties, I always get drunk and no one talks to me; it’s that no one

talks to me and I get drunk.

As has long been noted (by Wilson, Kamp, Kempson i.a.) this ‘pragmatic intrusion’ has serious
consequences not just for pragmatic theories but also for semantic theories - for what are we to say
about the semantic rules which determine the interpretation of sentences containing operators and
connectives which seemingly allow non-conventional content within their scope? Among the many
responses to this issue are the extremes of denial that there is intrusion (Stanley 2000, King &
Stanley 2003) and denial that intrusion is a problem (Kamp, Sperber & Wilson). The latter school
tend to view conventional, linguistic meaning as yielding only underspecified representations which
are ‘developed’ in certain ways to yield something which would give us the semantic content. More
conservatively, SDRT (see Asher 1999) posits a circumscribed ‘primary’ pragmatic phase which
defeasibly determines a semantic content which may be subject to revision in the secondary phase,
where the global context involving the speaker’s intentions is considered. Carston (2002) proposes
just one global phase of pragmatic processing involving a ‘satisficing’ of what is explicit and
implicit. According to Carston, any kind of implicature could, in principle, intrude into content. I
have elsewhere argued that both of these positions are problematic for various reasons. 

Briefly, it seems clear that much semantic content incorporates elements derived by
considering speaker’s intentions - in particular, specific indefinites (see Stalnaker 1998, Kamp &
Bende-Farkas 2001). Also, it is unclear that a coherence-based SDRT could account for all pragmatic
intrusions - such as in referential uses of definites, metonyms and more creative cases. 

While I agree with Carston that all aspects of interpretation are computed as a matter of
determining speakers’ intentions, I have argued that there is nothing in her proposal to say what
should or should not go into the semantic content of an utterance. 

Both Asher & Carston have basically pragmatic inferential accounts of implicit/explicit. By
contrast Chierchia’s (2001) grammatical account of intrusion builds on the neo-Gricean notion of
‘defaultness’ for GCIs positing the local inclusion of GCIs into the linguistic semantic computation.
This is problematic if one attempts to extend it beyond the scalar cases Chierchia considers since the
so-called ‘I-implicatures’ (as in (1) above) do not have exclusive triggers (conjunction and
juxtaposition do not always have these implications). More seriously, so it will be argued below,
genuine scalar implicatures never really intrude into content.

It will be proposed that intuitions about what is, or can be, part of semantic content derive from how
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the acts are perceived. In particular, it will be proposed that our intuitions distinguish between what a
speaker directly indicates and what she indicates indirectly. The former notion is the source of
intuitions about the semantic content of an utterance. Here we will give a brief sketch of the main
ideas before making some suggestions about what may not intrude into content.

The proposal draws on the two basic ideas of S&W’s relevance theory. One is that, at it’s
most basic, a communicative act is perceived as a matter of one agent drawing another agent’s
attention to something. The other idea is that communicator and addressee co-ordinate on what the
attention is being drawn to by assuming that the natural response to an act of ostension is to seek out
a source of relevance in the direction indicated. We assume that the objects of attention are
situations. In situation theory, communicative language use is a matter of providing a characterisation
of the type of the situation being indicated. The proposal is that, conventionally, the use of language
in a communicative act is part of the ostensive gesture. The gesture provides more or less help in
narrowing down what is being indicated. Thus what is indicated by an utterance is constrained, but
not fully determined, by the type of situation determined compositionally from the sentence meaning.
So, in a sense, the meaning of a sentential node will always underdetermine the content of the
sentence’s interpretation - rather like the semantic rule for ‘we’ only says that the collection referred
to includes the speaker.

It is interesting to consider the fact that, when people perform ostensive acts, they often
simultaneously display how they relate to what they indicate. Saying, “My pet bird has died”, the
speaker may also draw the audience’s attention to how she feels about this. She may also say, “My
pet bird, sadly, has died”. Parentheticals do not contribute to semantic content, but guide the audience
toward was is being indirectly indicated. Indirectly indicated situations involve the speaker and the
situation directly indicated and they carry information about how the speaker relates to an indicated
situation. Of the many ways in which speakers relate to what they indicate directly, speaker’s reasons
and grounds are often of interest. Grice’s (1975) discusses “He is an Englishman. He is, therefore,
brave.” as a matter of two ground-floor speech acts (saying that he is English and that he is brave)
and an indirect indication that the grounds for the second speech act involve some constraint linking
being English and brave. We argue that all genuine ‘implicatures’ be modelled on these lines. The
example of my uttering ‘I have a cold’ to a suggestion of a swimming expedition is a case in point. A
situation directly indicated will carry much information for the audience, depending on what
constraints they are attuned to. Which of this information they exploit depends on their own interests.
However, on some occasions, it will become necessary that the audience be aware of certain
constraints linking the type of the situation indicated with other situation types since these constraints
may figure prominently in what is indirectly indicated. In the case at hand, I am directly indicating a
situation in which I have a cold and indirectly indicating that this fact serves as a reason for my
turning down the offer. In this case, the act of indicating this latter situation (involving the directly
indicated situation and the speaker) constitutes something like an indirect speech act of excusing
oneself. To recognise this act, one has to make the inference about how the directly indicated
situation would serve as a reason for refusal. Our intuitions that the information that I cannot go
swimming because I have a cold is not contained in the semantic content of the utterance stem from
the fact that this information is contained in what is indirectly communicated only and is not carried
by what is directly indicated.

Following Stalnaker (1998), we can say that the semantic content of the utterance of the first
sentence in “A man walked. He whistled.” is merely existential; but the speaker indirectly indicates
something of her grounds for the utterance, involving the individual she has in mind. Thus, while the
speaker’s referent is not in the situation directly indicated, he is in what is indicated overall and hence
available for future anaphoric reference. We argue that where information would stem from speakers’
grounds, then it never intrudes into direct content for reasons of redundancy - this is why the
speaker’s referent does not figure in proposition expressed by the utterance of the first sentence.

At least some scalar implicatures arise as a matter of the speaker indirectly indicating that their



3

epistemic relation to what is directly indicated involves a situation of a type which is contained in the
type of the directly indicated situation. For example, if a speaker directly indicates a situation of a
type where some students pass, then her grounds may involve a situation of a type where some passed
and some failed. We advocate an analysis of‘some/not all’ implicatures as a case where the speaker,
in uttering “Some (of the) Fs G-ed”, chooses not to use a more economical and potentially more
informative form, “the Fs G-ed”. This calls for a reason, the usual one being that she is drawing one’s
attention to more specific grounds. We will focus in our presentation on the ‘some/not all’ case as a
genuine case of implicature/indirectness. There is good reason to agree with Verkuyl & van der Does
(1995) and Carston (1998) that numerals may underspecify in their meaning as to whether they mean
‘at least n’ or ‘exactly n’ (see Papafragou & Musolino 2003 for developmental evidence which points
in this direction) - hence numerals may not give rise to genuine scalar implicatures. Other
prototypical scalars may go the same way.

Levinson (2000) suggests that, with stress, some/not all SIs intrude into the scope of conditionals:

(2) If you eat SOME of that cake you won’t get fat.

It is suggested that this is understood to mean, ‘if you eat some but not all of the cake you won’t get
fat’. One can account for this intuition without assuming that the antecedent of the conditional has
itself been strengthened by a scalar implicature. 

Following Rooth, we can assign a structure to (6) as in (3)a giving rise to a contextual set of
alternatives of the form in (3)b:

(3) a. [[If you eat [SOME]F of that cake you won’t get fat]~C]
b. [if you eat D of that cake you won’t get fat]

One possible context is that which contains one alternative, ‘any’. The difference between 'any' and
'some' in DE contexts is that, since 'some' is a kind of indeterminate quantity expression, this makes
the 'any' alternative actually logically stronger than the 'some' alternative. One obvious reason why
the speaker did not use the stronger alternative would be that she thinks that if you eat the whole cake
you will get fat. And this of course would be presupposed to be part of the context. Given this
presupposition, the meaning of the sentence uttered would yield a conflicting conclusion where all of
the cake is eaten. Given our intuitions about the utterance, it seems we assume that the conditional
with the more specific antecedent would be taken to hold in these circumstances. This is to be
expected given that there is a general principle of reasoning which says that if two conditional
generalisations yield conflicting conclusions in certain circumstances, then the conditional with the
more specific antecedent should be favoured. So, given that the speaker’s intonation would draw our
attention to this presupposition, it is clear he meant the stated conditional holds only in circumstances
where not all of the cake is eaten.

This seems a more satisfactory account to that which just supposes that the conditional
sentence in (2) is taken to mean ‘if you eat some but not all of the cake you won’t get fat’. On this
understanding, the speaker is communicating nothing informative about cases where we eat all of
cake. But this doesn’t seem quite right. It seems it is part of the overall interpretation of such an
utterance that if some Fs G then P but if all Fs G then not P. That is, we only get the ‘implicature
intrusion’ effect where we are made aware of both conditionals. Note also that it is much more
difficult to understand (4) as implying you will get fat if you eat both. This is so since there is no
ready stronger alternative to ‘or’ in the DE context.

(4) If you eat the cake OR the cookies, you won’t get fat

Levinson also suggests that SIs of the ‘some/not all’ variety can intrude into the scope of negation:

(5) It’s not true that some men are chauvinists. All men are.

We argue that this is possible because there is a so-called echo negation in addition to sentential
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negation (see Cormack & Smith 1998). Consider the contrast in intrusive possibilities where negation
is genuinely sentential (in the scope of modals). Temporal & causal inferences get in, SIs don’t:

(6) a. John shouldn’t wash his hair and go out in the cold.
b. ? John shouldn’t make some of the beds before his break. He should make them all.
c. John shouldn’t mark exams and get paid extra; marking is part of his job description.

(7) a. Mary mustn’t have slept with Brad Pitt and fallen pregnant, otherwise it would be all
over the tabloids.

b. ? Mary mustn’t have passed some of the students, otherwise she would have drafted a
re-sit exam.

We also note that true echo negation can include parentheticals in its scope:

(8) a. It’s not true that John’s dog, sadly, died. It was a vicious cur and the neighbourhood
couldn’t be happier about its death.

b. It’s not true that John’s dog, it’s sad to say, has died. It was a vicious cur and the
neighbourhood couldn’t be happier about its death.

Examples like (9) (from Sauerland 2001) have been much discussed as cases where scalar, some/not
all implicatures are available within the scope of disjunction.

(9) John had some of the peas or the broccoli last night.

Chierchia (2001) and others point to this as evidence of SI intrusion into content and hence support
for a grammar which computes SIs locally. Sauerland proposes a more conservative account whereby
the understanding, ‘some but not all Fs G or P’ is derived because it is implied globally that not all Fs
G. While Sauerland seems right that the appearance of intrusion results from a global implication, his
account, involving a more elaborate default mechanism for computing scalar implicatures has some
problems. It will be argued, rather, the implication is derived from what the speaker indirectly
indicates about her grounds in making the disjunctive utterance.

One good reason to think that our understanding of (9) is due to a global implication that not
all Fs G rather than a locally computed SI comes from considering that (10)b below is incoherent in
the context given. If the SI is computed locally, there seems to be no reason why (10)b should not be
as coherent as (10)a. On the global account, the incoherence is predictable since the assumption that
not all students passed is inconsistent with the other disjunct:

(10) Context: If a student fails the exam, he/she gets a chance at a re-sit early in the summer
vacation. The re-sit is set and administered by the teacher of the course.
a. Mary is either on vacation or some of her students failed.
b.    # Mary is either on vacation or some of her students passed.

Sauerland proposes a global account of (9) which involves some dubious default implicature
mechanisms. One involves having A and B as scalar alternatives to AwB in addition to AvB -
implying that B and ¬B are implicatures of any assertion A. Another more general component of
Sauerland’s account assumes that SIs for a sentence containing two scalar triggers are selected from a
set of alternatives which is a kind of cross product of the individual scalar alternatives. More
precisely, if N(X,Y) is a sentence containing scalar terms X and Y where X is a term on scale QX and
Y on QY, the set of scalar alternatives is {N(X’,Y’): X’ is an element of QX and Y’ is an element of
QY}. The predicted implicatures are then the denial of all N(X’,Y’} that entail N(X,Y) (modulo
default inferences about the epistemic state of the speaker). But this seems to wildly over-generate
unattested implicatures. For instance, according to this (11)a implicates (11)b, (12)a implicates (12)b.
But these never seem to be implicated.

(11) a. Some people who attended some of the talks were bored
b. No one who attended all of the talks was bored
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(12) a. Some people whose coffee was warm complained
b. No one whose coffee was hot complained

It can be argued that the implicature is suggested as a matter of the speaker indicating something of
their grounds for the disjunctive utterance, that not all Fs G. It is interesting that hearing (9) out of the
blue, without any knowledge of the contents of the relevant fridge, although we sense the suggestion
of this inference, we are in the dark as to whether John didn’t eat all the peas because he couldn’t
have (there were too many) or the speaker has more direct evidence to the contrary (she has seen that
some of the peas are left). In cases where it is clear in the context that the speaker could not know
whether or not all Fs G, the implicature evaporates (assuming it is consistent that he could have eaten
all, if he was hungry):

(13) John: We’ve left our guest at home alone all evening. Was there anything there for him to
eat?
Mary. There were only last night’s left-overs in the fridge. So he has either eaten some of
those or ordered take-out.

Again we can have an account of this by reasoning from the use of the less economical description
which cannot be as informative as the bare definite alternative to something about the speaker’s
grounds. Where a speaker uses disjunction to characterise two or more exclusive epistemic
alternatives, we would conclude that she is indirectly indicating that her grounds for making the
whole disjunctive utterance include the information that not all Fs G-ed. There is a good reason why
this kind of implication is ‘global’ rather than ‘local’ in situations where the disjunction gives rise to
the clausal and scalar implicature. On the one hand, since grounds are ‘certain’, one would never
indirectly indicate anything about one’s grounds within the characterisation of one of the epistemic
alternatives. On the other, in raising the issue of whether all Fs G-ed by use of the marked form and
therefore making the question relevant, the speaker would have to specify the ‘just some or all’
alternatives as separate disjuncts, if she did not have information which would resolve the issue.
Therefore, one can conclude the marked form was used because the speaker as a means of indirectly
indicating she has information that not all Fs G-ed.

Other examples offered by Chierchia involve intrusion into epistemic contexts:

(14) Bill thinks that some of the students passed.

As Chierchia admits, the intuition that this implies ‘Bill thinks some but not all passed’ is not so
strong. In order to elicit the judgement, he suggests imagining a context where the speaker of (14) has
just spoken to Bill who has said, “Some students passed”. Just so. In that case the speaker’s grounds
will make reference to Bill indirectly indicating his own grounds. In as far as one can assume the use
of the marked form suggests the speaker of (14) is indirectly indicating this, then the implicature will
be available. Although matters have to be considered on a case by case basis, we believe that all
apparent intrusions of genuine SIs can be handled in this way.

References: Asher (1999) ‘Discourse structure and the logic of conversation’, in Turner (ed) The
Sem./Prag. Interface from Different Points of View CRiSPI. Carston (1998) ‘Informativeness,
relevance and scalar implicature’, in Carston etc (eds.) RT: Applications and Implications. John
Benjamins. Carston (2002) Thoughts and utterances, Blackwells. Chierchia (2001) ‘Scalar
implicatures, polarity and the syn./prag. interface’, ms UniMiB. Cormack & Smith (1998)
‘Negation, polarity & V positions in English’ UCLWPiL 10. Kamp & B-F (2001) ‘Indefinites &
binding’. ESSLI notes. King & S. (2003) ‘Semantics, pragmatics & the role of semantic content. ms
UMich. Levinson (2000) Presumptive Meanings, MIT Press. Papafragou & M. (2003) ‘Scalar
Implicatures: experiments at the sem.-prag. interface’. Cognition. Sauerland (2001) ‘Defense of a
global account of implicatures’, ms Tubingen. Stalnaker (1998) ‘On the representation of context’,
JoLLI. Stanley (2000) ‘Context and logical form’, LI. Verkuyl & vdD (1995) ‘The semantics of
plural noun phrases’ In J. van der D. ed Quantifiers Logic and Language.
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metonymy here, hence, it is (perhaps surprisingly) the predicate of (2) that was affected by metonymy. Its
meaning emerges as ‘have a container that is labelled’.
The examples suggest that the metonymic content is eventually based on a common-sense ontology. But
metonymy rarely leads to several equally favoured interpretation options, as preferencesselect the contex-
tually most plausible reading from a set of ontologically equally plausible readings. E.g., the shift from
a substance to an object that it constitutes is ontologically as plausible as the shift from the substance to
its container. Yet the first interpretation option is not available in (2). This contrasts with the analogous
(4); here, the interpretation option that the labelling affects objects consisting of gold (e.g., ingots) is the
preferred one:

(4) The gold was labelled

The pragmatic impact of metonymy also surfaces in the fact that it may affect the accessibilityof discourse
referents. This shows up for the subject metonymy in (3), but not in the predicate metonymy in (2).
The former metonymy makes available a discourse referent for the non-literal meaning of the subject and
blocks the accessibility of the discourse referent for the literal meaning of the subject. Therefore, (3) can
be continued by He is in a hurry but not by It wasverytasty.
This contrasts with the anaphoric potential of (2), which is not affected by metonymy. I.e., metonymy does
not introduce an accessible discourse referent for the wine container, neither does it make the referent of
the wine inaccessible. This is illustrated by the fact that It hada long, spicy, slightly confected�nish but
not They were mouth-blownis a possible continuation of (2).
This interdependence of metonymy and accessibility of discourse referents is related to cases like (5), which
are discussed in Grosz et al. (1995): One of their NPs (here, the subject) has two different interpretations.
It may refer to the unique bearer of a specific property (whoever that might be) or to a specific individual
(who happens to be identifiable as the unique bearer of this property). Nunberg (1993) calls these uses
‘attributive’ and ‘referential’. Depending on the interpretation, these NPs introduce different discourse
individuals. E.g., only the attributive interpretation of the Vice-Presidentof the United Statesprovides
an accessible discourse referent for the anaphor in a continuation like Historically, henegotiatesbetween
PresidentandCongress:

(5) The Vice-President of the United States is also President of the Senate

Grosz et al. (1995) note that cases like (5) require a semantic representation formalism that can express par-
tial interpretations of utterances. This holds good for metonymy, too, which suggests modelling metonymy
in underspeci�cationformalismslike UDRT (Reyle 1993), Minimal Recursion Semantics (Copestake et al.
1997), or Constraint Language for Lambda Structures (Egg et al. 2001). Semantic construction describes
the meaning of metonymic utterance only in part. The further pragmatic processing of these utterances then
emerges as (monotonic) integration of conceptual knowledge with partial semantic knowledge to obtain full
utterance meanings.
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